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ABSTRACT
Automated Program Repair (APR) has evolved significantly with the
advent of Large LanguageModels (LLMs). Fine-tuning LLMs for pro-
gram repair is a recent avenue of research, with many dimensions
which have not been explored. Existing work mostly fine-tunes
LLMs with naive code representations and is fundamentally limited
in its ability to fine-tune larger LLMs. To address this problem,
we propose RepairLLaMA, a novel program repair approach that
combines 1) code representations for APR and 2) the state-of-the-
art parameter-efficient LLM fine-tuning technique called LoRA.
This results in RepairLLaMA producing a highly effective ‘program
repair adapter’ for fixing bugs with language models. Our experi-
ments demonstrate the validity of both concepts. First, fine-tuning
adapters with program repair specific code representations enables
the model to use meaningful repair signals. Second, parameter-
efficient fine-tuning helps fine-tuning to converge and contributes
to the effectiveness of the repair adapter to fix data-points outside
the fine-tuning data distribution. Overall, RepairLLaMA correctly
fixes 125 Defects4J v2 and 82 HumanEval-Java bugs, outperforming
all baselines.

KEYWORDS
Automated Program Repair, Large Language Models, Code Repre-
sentations, Parameter-Efficient Fine-Tuning

1 INTRODUCTION
Automated program repair (APR) [26] aims at automatically fixing a
software bugwithout human intervention. Learning-based repair [7,
17, 18, 39, 42, 44, 47, 52] has become the mainstream solution to this
problem due to the powerful ability of deep neural networks to learn
complex bug fix patterns. Clearly, large language models (LLMs),
pre-trained on vast amounts of data, have pushed learning-based
repair to the next frontier [17, 43]. In program repair, LLMs have
been mostly used with prompt engineering [21, 45], and recently, a
line of work around fine-tuning has emerged [17, 18, 39, 49].

Fine-tuning LLMs for program repair is complex. Early work
simply refines the network weights based on additional fine-tuning
data. However, this kind of fine-tuning is rather primitive and
suffers from two significant drawbacks. First, fine-tuning is also
known to be able to adapt the input/output representations of the
data under study [5]. In the context of program repair, there is
an opportunity to fine-tune with code representations that maxi-
mize downstream task performance, that is, repair performance. In
particular, previous work overlooks the realistic representation of
fault localization in the input. Second, previous work considered
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the most basic fine-tuning technique, which is full-parameter fine-
tuning. As LLMs increase in size [24], full-parameter fine-tuning
poses important overfitting problems when fine-tuning data is lim-
ited, which is typically the case in program repair. In this paper,
we address the problem of devising efficient fine-tuning techniques
[14] for program repair, with a focus on code representations and
adapters.

We propose RepairLLaMA, a new program repair approach
that combines realistic repair-specific code representations with
parameter-efficient fine-tuning. First, RepairLLaMA’s code repre-
sentations incorporate fault localization signals and are designed
to support multi-location bugs. Second, RepairLLaMA utilizes Low-
Rank Adaption (LoRA), a state-of-the-art parameter-efficient fine-
tuning technique, to train a much smaller repair adapter (when
compared to the full LLM) that adapts the LLM for program repair
while helping prevent overfitting. As we will demonstrate in this
paper, the concept of repair adapter is novel and potent.

Our experimental results validate RepairLLaMA’s core designs.
First, RepairLLaMA achieves state-of-the-art performance in two
benchmarks, correctly fixing 125 Defects4J v2 [22] bugs and 82
bugs on recently proposed HumanEval-Java [17], which boosts
internal and external validity. The experiments show that the de-
vised code representations with repair signals allow the LLM to
synthesize patches more effectively than with a naive code-only
representation. Also, RepairLLaMA clearly outperforms non-fine-
tuned baselines, incl. GPT-4. Moreover, our results also show the
effectiveness of parameter-efficient fine-tuning: RepairLLaMA’s re-
pair adapters, with only 4M parameters, are 1600x smaller than the
initial pre-trained LLM (CodeLLama-7B). To sum up, the efficient
representations and repair adapters of RepairLLaMA outperform
recent results on fine-tuning for program repair [15, 17, 39] as well
as world-class models such as GPT-3.5 and GPT-4.

To sum up, we make the following contributions:

• We design RepairLLaMA, an original fine-tuning pipeline for
automated program repair, that maximizes knowledge from
the program repair domain, while keeping strong alignment
with pre-training.

• We systematically evaluate code representations for program
repair fine-tuning. Our results clearly show that the best code
representation leverages task-specific signals, including fault
localization and original buggy code.

• We demonstrate that parameter-efficient fine-tuning per-
forms better than full-parameter fine-tuning in the context
of program repair. The “repair adapters” of RepairLLaMA
are training-efficient, inference-efficient, and powerful to re-
pair bugs, achieving state-of-the-art performance across two
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benchmarks, Defects4J and HumanEval-Java, outperforming
even GPT-4.

• For the sake of open science, we publish our source code,
models, and artifacts at https://anonymous.4open.science/
r/repairllama-BC13 and provide a demo website at https:
//repairllama.github.io.

2 REPAIRLLAMA: EFFICIENT FINE-TUNING
FOR PROGRAM REPAIR

2.1 Overview
Figure 1 illustrates the pipeline of RepairLLaMA for APR, which
is divided into three consecutive stages. The core novelties of this
pipeline are: 1) the APR specific code representations and 2) the
end-to-end use of a parameter-efficient fine-tuning technique.

The core of RepairLLaMA is a repair adapter. A repair adapter is
a plug-and-play extension of the model parameters that modifies
the behavior of the LLM in order to maximize performance on
the repair task, for a given programming language. The adapter is
responsible for transforming a rich, tailored input representation
of the buggy code into the fit output representation of the patch.

In the first stage of RepairLLaMA, the core choices are made,
namely: 1) the initial pre-trained model (subsection 2.3); 2) the input
code representation and output code representation (subsection 2.4);
and 3) the fine-tuning dataset (subsection 2.5). These choices are
all important and are further discussed in the remainder of this
section.

In the second stage, a repair adapter is trained. The repair adapter
is amuch smaller (i.e., approx. 4Mparameters) plug-and-play adapter
of the initial LLM while remaining competitive on the task of pro-
gram repair.

Finally, in the third stage, the repair adapter is employed to fix
real-world bugs.

2.2 Target Bugs
The first consideration when designing a fine-tuning pipeline for
program repair is the bugs we aim to fix. This relates to 1) the
programming language, 2) the type of bugs (syntax errors, runtime
errors, functional errors, etc), and, 3) the difficulty of bugs, which
can be proxied by the code span to modify in order to fix the bug.

In this work, we focus on 1) Java bugs, 2) that are functional,
and come with at least a failing test case, and, 3) that are intra-
procedural with any length of the code span, i.e. that can be fixed
with changes to a single function (called hereafter single-function
bugs).

Note that we do want to support bugs that require changes in
multiple locations in the function [48], beyond single-line or single-
chunk bugs.

2.3 Choice of the Initial LLM
Choosing the suitable initial LLM for fine-tuning is crucial. For
example, when fine-tuning for code-related tasks, an LLM pre-
trained on large-scale code corpora is more effective than one pre-
trained on pure natural language data. To effectively fine-tune an
LLM for APR, we curate three criteria to choose the initial model.

First, the LLM should be publicly available and open-source.
Fine-tuning a closed-source LLM on the task-specific dataset is not
a valid option. Although some companies like OpenAI do provide
an API for fine-tuning their LLMs, it is expensive, and the owner-
ship of the final model (incl. weights) does not meet open-science
reproduction criteria. Open-source models, such as LLaMA [36] or
StarCoder [23], publish model weights online, allowing anyone to
modify and deploy them.

Second, the LLM should be pre-trained with large-scale code
data. As observed by related work [23, 32], LLMs pre-trained on
massive code data achieve better performance in code-related tasks.
Thus, we consider only LLMs specialized on code.

Third, the initial LLM should have been trained with an infilling
objective [3] during pre-training. As observed by related work
[17], infilling is a natural and effective learning objective for the
program repair task, since it allows the model to synthesize code
according to both the context appearing before and after. It should
also be supported by an off-the-shelf parameter-efficient fine-tuning
library.

In subsection 3.2 we instantiate those criteria in the context of
functional program repair for Java.

2.4 Choice of Code Representations
Source code representation is a critical aspect that significantly
impacts the effectiveness of the model [29]. In this section, we
discuss key characteristics of the source code representation design
space. We introduce, motivate, and elaborate on input and output
code representations specific to the program repair task.

2.4.1 Representation of Fault Localization. Virtually all the APR
literature assumes line-based fault localization, with a single line
given as input to the repair algorithm. This is not appropriate to
fix multi-location bugs [33, 48]. Consider Figure 3 (OR4), which
shows the canonical patch for the multi-location bug Chart-5 from
Defects4J. In this case, fault localization must identify a location
where an entirely new if block should be synthesized and inserted
as well as another pre-existing if condition, appearing later in the
code. To our knowledge, there is no fault localization technique
able to predict tuples of blocks to be repaired together.

In this paper, we propose a novel way to represent fault localiza-
tion information: our core idea is to represent fault localization not
as a single line, but as a region. In RepairLLaMA, we encode fault
localization as a span ranging from the beginning of the suspicious
region to its end. This encoding is realistic because 1) identifying a
buggy method is within reach of existing fault localization methods,
and 2) exhaustively listing all suspicious code regions of a buggy
method is worst-case 𝑂 (𝑛2) in the number of method lines.

2.4.2 Input Representation Space. In APR, the design space of the
input representation relates to what is shown from the buggy code
and to the presence of additional information. For example, fault
localization signals can be useful in scoping down where the code
should bemodified. However, such informationmight not be seen at
the pre-training stage. For the LLM to utilize it, one must represent
it in a way that it can learn during fine-tuning. To study the input
representation space, we design four input representations tailored
to APR (Figure 2):

https://anonymous.4open.science/r/repairllama-BC13
https://anonymous.4open.science/r/repairllama-BC13
https://repairllama.github.io
https://repairllama.github.io
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Figure 1: Overview of RepairLLaMA. The core novelties of RepairLLaMA are the APR specific code representations and the
engineering of an effective program repair adapter that is plugged into the underlying LLM.

IR1: Buggy function This naive representation describes the
code in the standard format as it is written, simply as text. Figure 2
(IR1) shows the buggy function of the multi-location bug Chart-
5, a Defects4J bug. The advantage of IR1 is that it is the same
representation LLMs observe during pre-training. When using this
representation, themain limitation is that themodel has no access to
fault localization information and, thus, needs to determine where
to change the code, which can be considered as implicit anomaly
detection.

IR2: Buggy function w/ FL comments This representation
adds two comments signaling the start and end of the buggy chunk
of code. For example, in Figure 2 (IR2), the three lines between the
start and end of the suspicious region are surrounded by comments
signaling the beginning and end of the buggy chunk. By providing
fault localization information, the model can scope its changes to
the buggy section.

IR3: Buggy function w/ infilling mask This representation
uses the infilling scheme some LLMs are trained for during pre-
training [3]. The buggy chunk is replaced by the infilling token,
which prompts the model to fill it. For example, in Figure 2 (IR3), the
three lines between the start and end of the suspicious region are
replaced by the <FILL_ME> token. This representation yields shorter
inputs and requires less fine-tuning since the infilling objective has
been used during pre-training. However, by masking the buggy
portion of code, this representation incurs information loss that
can be useful to generate a fix.

IR4: Buggy function w/ infilling mask and buggy code
This representation combines the buggy code with the infilling
scheme. The buggy code is shown in a comment at the end of the
prefix portion. For example, in Figure 2 (IR4), the buggy lines are
kept in comments, and the <FILL_ME> token is placed immediately

afterward. This representation is different from the one learned
during pre-training and requires fine-tuning. Code found in the
wild would typically not include buggy code as comments, which is
considered bad practice. Yet, with fine-tuning, this representation
might add valuable information to the infilling scheme.

2.4.3 Output Representation Space. Output representations in APR
correspond to the representation of the synthesized fixed code. A
natural output representation is a diff over the buggy code, aka a
patch. As discussed in subsubsection 2.4.2, fine-tuning is required to
adapt an LLM to generate such task-specific outputs. To study the
output representation space, we design four output representations
tailored to APR (Figure 3):

OR1: Fixed function The naive output is the full fixed function.
It is not a diff. Figure 3 (OR1) shows the fixed function of the
multi-location bug Chart-5. The major drawback of OR1 is that
such output may be much larger than the actual code changes for
fixing, and LLMs are known to be more effective at generating short
sequences over long sequences.

OR2: Fixed chunk In this representation, the output is com-
posed of the fixed chunk of code to replace the buggy chunk of
code. The advantage is that the fixed chunk is typically shorter than
the full function, i.e. shorter than OR1. For example, in Figure 3
(OR2), only 6 fixed lines are outputted. OR2 requires an input rep-
resentation that includes fault localization (i.e. IR2, IR3, IR4) since
the output contains no information regarding what to replace.

OR3: Three-line context-diff The output is a typical contex-
tual diff with a three-line context, aka a unified diff. For example, in
Figure 3 (OR3), a unified diff of the statement change is outputted.
The main challenge of this representation is that the model needs
to learn to locate the bug locations during fine-tuning, which is
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Input Representations

IR2

public XYDataItem addOrUpdate(Number x, Number y) {
 if (x == null) {
  throw new IllegalArgumentException("Null 'x' argument.");
 }
 // buggy code starts:
 XYDataItem overwritten = null;
 int index = indexOf(x);
 if (index >= 0 && !this.allowDuplicateXValues) {
 // buggy code ends
  ...
 }
 fireSeriesChanged();
 return overwritten;
}

IR3

public XYDataItem addOrUpdate(Number x, Number y) {
 if (x == null) {
  throw new IllegalArgumentException("Null 'x' argument.");
 }
 <FILL_ME>
  ...
 }
 fireSeriesChanged();
 return overwritten;
}

IR4

public XYDataItem addOrUpdate(Number x, Number y) {
 if (x == null) {
  throw new IllegalArgumentException("Null 'x' argument.");
 }
 // buggy code
 // XYDataItem overwritten = null;
 // int index = indexOf(x);
 // if (index >= 0 && !this.allowDuplicateXValues) {
 <FILL_ME>
  ...
 }
 fireSeriesChanged();
 return overwritten;
}

IR1

public XYDataItem addOrUpdate(Number x, Number y) {
 if (x == null) {
  throw new IllegalArgumentException("Null 'x' argument.");
 }
 XYDataItem overwritten = null;
 int index = indexOf(x);
 if (index >= 0 && !this.allowDuplicateXValues) {
  ...
 }
 fireSeriesChanged();
 return overwritten;
}

Figure 2: Buggy code of the multi-location bug Chart-5 rep-
resented in our four different input representations.

difficult. Additionally, this representation is also lengthier than
generating a fixed chunk (OR2) only.

OR4: One-line context-diff The output is a contextual diff
with a shorter, one-line context. OR4 uses a one-line diff context,
making it shorter than OR3. For example, in Figure 3 (OR4), there
are five source code lines less when compared with OR3. Despite
this, it is still lengthier than OR2 and also requires the model to
learn where to apply the patch.

Table 1: Possible code representation pairs for fine-tuning
LLMs for automated program repair. They exploit the char-
acteristics of the APR task, incl. the presence of fault local-
ization signals and the notion of “buggy code”.

Code Representations FL Aligned w/ PT Buggy Code
IR1 x OR1 ✗ ✔/ ✗ ✔

IR1 x OR3 ✗ ✔/ ✗ ✔

IR1 x OR4 ✗ ✔/ ✗ ✔

IR2 x OR2 ✔ ✗/ ✔ ✔

IR3 x OR2 ✔ ✔/ ✔ ✗

IR4 x OR2 ✔ ✗/ ✔ ✔

Output Representations

OR1

public XYDataItem addOrUpdate(Number x, Number y) {
 if (x == null) {
  throw new IllegalArgumentException("Null 'x' argument.");
 }
 if (this.allowDuplicateXValues) {
  add(x, y);
  return null;
 }
 XYDataItem overwritten = null;
 int index = indexOf(x);
 if (index >= 0) {
  ...
 }
 fireSeriesChanged();
 return overwritten;
}

OR2

 if (this.allowDuplicateXValues) {
  add(x, y);
  return null;
 }
 XYDataItem overwritten = null;
 int index = indexOf(x);
 if (index >= 0) {

OR3

 public XYDataItem addOrUpdate(Number x, Number y) {
  if (x == null) {
   throw new IllegalArgumentException("Null 'x' argument.");
+ }
+ if (this.allowDuplicateXValues) {
+  add(x, y);
+  return null;
  }
  XYDataItem overwritten = null;
  int index = indexOf(x);
- if (index >= 0 && !this.allowDuplicateXValues) {
+ if (index >= 0) {
   XYDataItem existing = (XYDataItem) this.data.get(index);
   try {
    overwritten = (XYDataItem) existing.clone();

OR4

   throw new IllegalArgumentException("Null 'x' argument.");
+ }
+ if (this.allowDuplicateXValues) {
+  add(x, y);
+  return null;
  }
@@
  int index = indexOf(x);
- if (index >= 0 && !this.allowDuplicateXValues) {
+ if (index >= 0) {
   XYDataItem existing = (XYDataItem) this.data.get(index);

Figure 3: Patch for multi-location bug Chart-5 represented
in our four different output representations.

2.4.4 Input/Output Representation Pairs. To utilize an LLM for
APR, input and output representations must be carefully paired.
This is because all input representations cannot be paired with
all output representations. For instance, IR1 cannot pair with OR2
since one cannot apply a fixed chunk to the buggy function without
the fault localization information. Table 1 provides the list of the
code representation pairs that are studied in this paper. Each row
corresponds to a code representation pair. Column FL indicates
whether the pair includes or not fault localization information. Col-
umn Aligned w/ PT provides a relative assessment of the alignment
of the representation w.r.t. the pre-training data/objective. A red
cross means that the code representation is not aligned with the
pre-training data and objective. The left side shows the input and
the right the output representations. Column Buggy Code indicates
whether the pair includes or not the original buggy code.

The first three rows (i.e., IR1xOR1, IR1xOR3, IR1xOR4) include
code representation pairs that do not contain fault localization
signals. The input is the same across all pairs (IR1), whereas the
output can either be the full fixed function (OR1) or a diff (OR3,
OR4). The key difference between the pairs is the output length
and format.

The latter three rows (i.e., IR2xOR2, IR3xOR2, IR4xOR2) include
code representation pairs that contain fault localization information,
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either as tokens or as infilling, which is specific to program repair.
The most aligned representation with pre-training is IR3xOR2 since
the pre-trained model has support for infilling. IR2 represents the
infilling objective with never-before-seen comments, whereas IR4
keeps the buggy code as comments. The natural output representa-
tion to pair with these is OR2 since it only includes the new code
to replace the already localized buggy chunk, minimizing output
length. Note that we have empirically tested other combinations in
a pilot experiment, and the ones not listed in Table 1 underperform.

2.5 Choice of Fine-Tuning Dataset
After choosing an initial model and appropriate code representa-
tions, the next step is to curate a fine-tuning dataset. First, the
dataset must be relevant to the task at hand. In the APR task, a rele-
vant dataset usually includes pairs of buggy and fixed code samples.
Second, the type of samples included should be similar to the target
bugs. Third, the size of the dataset should be considered. A larger
dataset generally leads to better model performance as it provides
more examples for the model to fine-tune from. However, it is im-
portant to balance size with quality - a smaller, high-quality dataset
may be more beneficial than a larger, low-quality one. Fourth, the
diversity of the dataset is important. A diverse dataset that covers
a wide range of examples can help the model generalize better to
unseen data. Lastly, the legality and ethics of the dataset should be
considered, in particular regarding privacy and copyright.

2.6 Fine-Tuning Repair Adapters with LoRA
With the recent release of various LLMs, the scale of parameters
has significantly increased. For instance, state-of-the-art models
such as LLaMA [24] and CodeLLaMA [32] range from 7B to 70B
parameters. Fine-tuning these LLMs often requires substantial GPU
resources. As an example, Lv et al. [25] report that fine-tuning the
full parameters of LLaMA-7B on an RTX 3090 consumes 126.08
GB at peak GPU memory usage, with the batch size and sequence
length set to 1 and 1024 respectively. Fine-tuning current LLMs
with limited resources is a challenge.

RepairLLaMAuses LoRA [14], a state-of-the-art parameter-efficient
fine-tuning method. LoRA freezes the LLM and fine-tunes low-rank
matrices in each layer of the language model that are trainable. The
trained matrices compose an “adapter”, which is many orders of
magnitude smaller than the language model itself. In RepairLLaMA,
the repair adapter is a LoRA adapter, dedicated to the program
repair task.

2.7 Inference
The final step is to deploy the repair adapter. The target buggy
program is fed to a fault localization algorithm and processed to
generate an APR-specific code representation. Then, the code rep-
resentation is fed to the initial model combined with the LoRA
repair adapter, to generate a list of candidate patches for the buggy
program at hand. Patches are then checked for plausibility and
correctness per off-the-shelf techniques.

3 EXPERIMENTAL METHODOLOGY
3.1 Research Questions
In this work, we focus on the following research questions:

• RQ1 (Code Representations for Fine-Tuning): What is the
best code representation to fine-tune an LLM for program repair?
• RQ2 (Parameter-Efficient Fine-Tuning vs. Full Fine-Tuning):
How does parameter-efficient fine-tuning compare against full-
parameter fine-tuning for program repair?
• RQ3 (RepairLLaMA vs. ChatGPT-based APR) How does Re-
pairLLaMA compare against state-of-the-art ChatGPT-based pro-
gram repair?

3.2 Implementation
Model to Fine-Tune Per the criteria of subsection 2.3, we choose
CodeLlama-7b [32] as our initial LLM. CodeLLaMA is a publicly
available LLM released in 2023 and is trained on 500B code tokens.
Per the experiments reported in [32], CodeLLaMA outperforms
GPT-3.5 on two code generation benchmarks.
Fine-tuning Dataset We choose Megadiff [27] as the fine-tuning
dataset, and process all samples into the different code representa-
tions. First, the function pairs – each comprising a buggy version
and its fixed counterpart – are extracted along with their corre-
sponding diff identifiers. Subsequently, we eliminate pairs that do
not change single functions, and remove duplicate pairs through
textual comparison. After that, we compute our custom code repre-
sentations. We keep only samples whose total length (input plus
output) is shorter than 1024 tokens measured by the LLM tokenizer.
Consequently, the fine-tuning datasets range from 30,000 to 50,000
fine-tuning pairs (see our appendix repository).
Evaluation BenchmarkWe select two Java benchmarks for our
evaluation: Defects4J [22] and HumanEval-Java [17]. Following
recent related work [19, 43, 45], we scope our evaluation to single-
function bugs. Defects4J comprises 835 real-world bugs from 17
open-source Java projects, fromwhichwe identify 488 single-function
bugs. HumanEval-Java is a bug benchmark containing artificial bugs
inserted in HumanEval [4] Java programs. Contrary to Defects4J,
HumanEval-Java suffers from less data leakage in the pre-training
data since it is much more recent than Defects4J. HumanEval-Java
contains 164 single-function bugs.
Fine-Tuning We fine-tune CodeLLaMA with LoRA for each of
our curated code representations with the same hyper-parameter
settings: we set the learning rate to 5e-4 with cosine decay, max
input length to 1024, training epoch to 2, and batch size to 16 per
GPU, andwe use Adam_Was the optimizer. For LoRA, we use a rank
of 8, alpha of 16, dropout of 0.05, and inject the adaptation matrices
in the q_proj and v_proj layers. Using the same hyper-parameter
settings for each code representation ensures fair comparison. Each
fine-tuning run is executed on a server with 4xA100 40GB GPUs.
Inference In inference, we employ beam search as our decoding
strategy with a beam size of 10 per previous research [17]. Hence,
for each bug, we generate 10 candidate patches. We use the Hug-
gingFace transformers library to implement all fine-tuning and
inference experiments. Inference is run on a single A100 40GB
GPU.
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3.3 Patch Assessment
Following related work [17, 43, 48], we compute the following re-
pair effectiveness metrics. A plausible patch is defined as one that
successfully passes all test cases. An exact match patch is textu-
ally identical to a developer-provided reference patch. To refine
our evaluation, we further assess the syntactical equivalence be-
tween the generated patches and the reference patches, through
AST match. This enables us to compute performance regardless
of formatting and indentation changes. This process involves con-
verting plausible and reference patches into abstract syntax trees
[31] and subsequently utilizing AST differencing [11] to compare
their ASTs for discrepancies. A plausible patch with no AST dif-
ferences compared to the reference patch is classified as an AST
match patch. It is also more scalable and accurate than manually
checking plausible patches for correctness without expertise in the
programs under repair. For all three metrics, the higher the metric,
the better the performance. We validate the candidate patches on a
workstation with an 18-core Intel Core i9-10980XE CPU and 128
GB of RAM, operating under Ubuntu 22.04.3 LTS.

3.4 Methodology for RQ1
The objective of RQ1 is to investigate the most effective code rep-
resentations for fine-tuning an LLM for program repair. While
existing research has delved into the utility of LLMs for program
repair, the impact of the code representations, such as their authen-
ticity, has been overlooked. Additionally, it is crucial to note that
variations in code representations may yield substantial differences
in performance for fine-tuned LLMs [15]. Consequently, in RQ1, we
curate 6 realistic code representations motivated in 2.4 and execute
a series of experiments to measure their performance. We fine-tune
an LLM as described in 3.2. We prompt the model to generate 10
patches for each bug using beam search decoding. We then evaluate
the generated patches as outlined in subsection 3.3, to measure the
effectiveness of each code representation.

Baseline. Since CodeLLaMA performs powerful zero-shot learn-
ing ability in other code-related tasks [32], we use the same method
to prompt CodeLLaMA-7B with the infilling scheme (IR3xOR2) on
our selected benchmark and take the result as the baseline, which
can help us better evaluate the performance of every code repre-
sentation and measure the effectiveness of fine-tuning.

3.5 Methodology for RQ2
The objective of RQ2 is to evaluate the respective effectiveness
of parameter-efficient and full-parameter fine-tuning. Generally,
parameter-efficient fine-tuning methods represent a trade-off be-
tween computational cost and model performance, which allows
us to train LLMs with limited computational resources. While tra-
ditional full-parameter fine-tuning approaches often yield better
results, they come at the expense of significantly higher memory
requirements and a large-scale fine-tuning dataset. In other words,
fully fine-tuning an LLM on a small fine-tuning dataset may drop
into the overfitting problem. We explore and compare the effective-
ness of parameter-efficient and full-parameter fine-tuning in the
specific context of program repair, which has never been done to
the best of our knowledge.

Baseline. We consider four baselines in RQ2. One is the baseline
considered in RQ1. The second one comprises the full-parameter
fine-tuned version of RepairLLaMA, a powerful but naive approach
to fine-tuning a large language model for program repair. Here,
we use the same hyper-parameters as in LoRA fine-tuning, apart
from a lower learning rate of 2e-5. The third is Jiang et al.’s work
[17], where several LLMs are fully fine-tuned for program repair.
We compare against the best performing model reported, the fine-
tuned version of Incoder-6B [12]. The last one is RAP-Gen [39], the
current state-of-the-art fine-tuned LLM for program repair. Its key
novelty is to use relevant fix patterns retrieved from a codebase of
previous bug-fix pairs to augment the buggy input, which guides
the model to generate accurate patches by learning from historical
repair examples.

3.6 Methodology for RQ3

There’s a bug in the Java program below. Try to fix it and return the
complete fix for the code in the form of the markdown code block.
Generate the code to replace the <FILL_ME> token.

[Buggy function represented with IR4xOR2]

Figure 4: The prompt used to prompt GPT-3.5 and GPT-4 as
a strong baseline to generate patches.

The objective of RQ3 is to study how RepairLLaMA compares
against state-of-the-art ChatGPT-based program repair. Recently,
related work [45, 51] has shown that GPT-3.5-Turbo and GPT-4
achieve state-of-the-art results on program repair. To this end, we
compare RepairLLaMA in two experiments.

First, we zero-shot prompt gpt-3.5-turbo-0613 and gpt-4-0613 to
generate 10 patches for each bug. The prompt is shown in Figure 4,
which is built by integrating an effective prompt from Zhang et al.’s
work and our curated best code representation. It instructs LLMs
to generate the fixed code chunk to replace the <FILL_ME> token.

Second, we compare RepairLLaMA with ChatRepair on De-
fects4J v1.2, since ChatRepair’s authors mainly evaluate it on single-
function bugs in Defects4 v1.2. To the best of our knowledge, Cha-
tRepair achieves state-of-the-art performance on Defects4J, and
such a comparison enables us to fully evaluate the effectiveness
of RepairLLaMA. We utilize OpenAI’s official APIs to call gpt-3.5-
turbo-0613 to conduct related experiments on Dec. 1, 2023.

4 EXPERIMENTAL RESULTS
4.1 Results of RQ1 (Code Representations for

Fine-Tuning)
In RQ1, we investigate the most effective code representations for
fine-tuning an LLM for program repair. The results of the evalu-
ation are presented in Table 2, which shows the effectiveness of
each code representation setting on both test benchmarks. The
table is structured as follows: the first column displays the code
representations used to fine-tune CodeLLaMA-7B, the second and
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Table 2: Repair results of different code representations for fine-tuning an LLM for program repair. Our bestmodel, RepairLLaMA
using IR4xOR2, significantly improves over the baseline in both test benchmarks.

Code Representations
Defects4J v2
(488 bugs)

HumanEval-Java
(164 bugs)

Plausible AST Match Exact Match Plausible AST Match Exact Match

IR3 x OR2 (baseline, no fine-tuning) 133 71 52 107 81 71

IR1 x OR1 79 31 29 78 54 52

IR1 x OR3 41 17 15 39 21 21

IR1 x OR4 12 2 2 5 2 2

IR2 x OR2 198 122 121 118 77 69

IR3 x OR2 154 87 84 103 68 63

IR4 x OR2 (RepairLLaMA) 195 125 124 118 82 75

third meta-columns show the repair effectiveness results on, respec-
tively, Defects4J v2 (single-function) and HumanEval-Java (single-
function). Recall that the repair effectiveness evaluation is measured
by three metrics described in subsection 3.3.

Our baseline uses the original non-fine-tuned CodeLLaMA-7B
with the IR3xOR2 code representation. Recall that this is the most
effective way to prompt the non-fine-tuned model as discussed
in subsection 3.4. Our results show that it plausibly repairs 133
Defects4J v2 and 107 HumanEval-Java bugs. Moreover, it correctly
repairs 52 Defects4J v2 and 71 HumanEval-Java bugs with patches
that textually exactly match the developer-written ones. Further-
more, when considering AST match, it can repair 71 Defects4J v2
and 81 HumanEval-Java bugs with patches that are syntactically
equal to the developer-written ones.

The fine-tuned model’s effectiveness depends on the code rep-
resentations. First, we observe that the three code representation
pairs that do not have access to fault localization (IR1xORX) per-
form considerably worse than both the baseline and other code
representations. These results show that fault localization signals
are crucial for program repair. To that extent, all representations
that simply use the full function as the input and ask to “fix the
bug”, can be considered too naive. Our work demonstrates that
tailoring code representations with fault localization is a necessary
step in the context of program repair. No pre-training objective has
access to fault-localization signals, which further validates the need
for fine-tuning.

Second, we observe that, within code representations that use
fault localization signals, fine-tuned models significantly outper-
form the baseline on Defects4J v2 compared to the baseline (first
row). For the same code representation as the baseline (first row),
the fine-tuned model (sixth row, IR3xOR2) can plausibly repair 154
(+21) bugs, exactly repair 84 bugs (+32), and syntactically correctly
repair 87 bugs (+16), respectively.

When considering the remaining two code representations (IR2xOR2,
IR4xOR2), the fine-tuned models perform even better. The best
model, RepairLLaMA, fine-tuned with the code representation
IR4xOR2, plausibly repairs 195 (+62) Defects4J bugs than the base-
line, exactly repairs 124 (+72), and syntactically correctly repair
125 bugs (+54), respectively. These results show that fine-tuning

the initial LLM with repair-specific representations significantly
improves the repair effectiveness over a non-fine-tuned model. Tai-
lored code representations with bug localization signals allow the
fine-tuned model to repair more bugs because these signals enable
it to pay more attention to the buggy code.

To strengthen the external validity of our analysis beyond De-
fects4J, we perform the same experiment on HumanEval-Java. On
HumanEval-Java, RepairLLaMA also achieves better repair effec-
tiveness than the baseline (75 vs 71 exact match and 82 vs 81 ast
match), confirming the results observed on Defects4J.

Third, we discuss the alignment between the repair-specific code
representation and the pre-training objectives. IR2 and IR4 are input
representations that include the same signals: the original function,
fault localization, and the original buggy code. However, we see a
performance gap between both representations. IR4 uses the same
infilling scheme during pre-training while providing bug location
signals by including the original buggy code in comments. IR2, on
the other hand, mimics a similar scheme but provides bug location
signals through fault localization comments, which is further away
from the pre-training distribution. This difference explains the
differences between IR4xOR2 vs. IR2xOR2: the former has a lower
representation gap with pre-training, thus leading to better repair
effectiveness. This finding holds for both benchmarks (Defects4J
and HumanEval-Java) and for both metrics (Exact Match and AST
Match).

In addition to comparing performance, we explore the effec-
tiveness of our single-chunk prompting approach in addressing
multi-chunk bugs. Our findings reveal that RepairLLaMA correctly
repairs 30 instances of such bugs. For example, RepairLLaMA cor-
rectly fixes a complexmulti-chunk bug, Math-86, from the Defects4J
v2, as illustrated in Figure 5. Math-86 presents two error sections
that require simultaneous attention and correction: 1) the removal
of an if block that throws an exception, and 2) the introduction of a
new if condition. Note that these two sections have more than 20
lines of distance between each other, showing that RepairLLaMA
can fix bugs where the multiple edit locations are far away from
each other. To the best of our knowledge, RepairLLaMA is the first
program repair approach to correctly fix Math-86.
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@@ -111,9 +111,6 @@
  final double[] lI = lTData[i];
- if (lTData[i][i] < absolutePositivityThreshold) {
-  throw new NotPositiveDefiniteMatrixException();
- }
  for (int j = i + 1; j < order; ++j) {
   final double[] lJ = lTData[j];
@@ -134,6 +131,9 @@
  final double[] ltI = lTData[i];
+ if (ltI[i] < absolutePositivityThreshold) {
+  throw new NotPositiveDefiniteMatrixException();
+ }
  ltI[i] = Math.sqrt(ltI[i]);
  final double inverse = 1.0 / ltI[i];

Figure 5: Exact match patch generated by RepairLLaMA for
Math-86 from Defects4J v2. In this multi-location bug, Re-
pairLLaMA is able to fix two distant buggy locations.

@@ -6,16 +6,18 @@
    int CAP = 0;
    int SM = 0;
    for (char c : s.toCharArray()) {
-    if (Character.toUpperCase(c) == c) SM += 1;
-    if (Character.toLowerCase(c) == c) CAP += 1;
+    if (Character.toUpperCase(c) == c) CAP += 1;
+    if (Character.toLowerCase(c) == c) SM += 1;
    }
-   val = CAP - SM;
-   strong = s;
+   if (CAP - SM > val) {
+    val = CAP - SM;
+    strong = s;
+   }
   }
  return class_name + "." + strong;
 }

Figure 6: Exact match patch generated by RepairLLaMA
for STRONGEST_EXTENSION from HumanEval-Java. In this
multi-location bug, RepairLLaMAmodifies two if blocks and
encapsulates two other statements in a new if block.

Figure 6 shows another example of an exact match multi-location
patch generated by RepairLLaMA, which is for a HumanEval-Java
bug STRONGEST_EXTENSION. RepairLLaMA first swaps the state-
ments conditioned by the two existing if conditions, understanding
that the wrong counters are being incremented in each case. Then,
RepairLLaMA conditions the two statements updating the current
values of val and strong only if the difference between the counters
is greater than the already existing solution. Both this example
and Math-86 show the effectiveness of RepairLLaMA in repairing
multi-location bugs, thanks to tailored code representations that
represent fault localization information in a realistic manner.

Answer to RQ1: Our results demonstrate the importance
of designing code representations for fine-tuning LLMs
for APR. Naive representations such as full functions are
suboptimal, whether on the input or the output side of the
model. Our experiments show that the best code represen-
tation pair is IR4xOR2, because it leverages two signals spe-
cific to the program repair task at hand (fault localization
and the original buggy code) while maintaining alignment
with the pre-training objective of the initial model. The
model RepairLLaMA, fine-tuned with IR4xOR2, correctly
repairs 125 Defects4J bugs and 82 HumanEval-Java bugs.
This significant improvement in program repair capability
demonstrates the need for curated code representations in
automated program repair. While the community focuses
a lot on prompt engineering, our original experimental re-
sults encourage research on domain-specific, expert code
representations per downstream task in SE.

4.2 Results of RQ2 (Parameter-Efficient
Fine-Tuning vs. Full Fine-Tuning)

Table 3: Repair effectiveness of RepairLLaMA compared
with fully fine-tuned models. RepairLLaMA, trained with
parameter-efficient fine-tuning, outperforms all compara-
tive models on both Defects4J and HumanEval-Java.

Model
Defects4J v2
(488 bugs)

HumanEval-Java
(164 bugs)

Plausible AST Match Exact Match Plausible AST Match Exact Match

IR3 x OR2 (no fine-tuning) 133 71 52 107 81 71

IR4 x OR2 (full fine-tuning) 141 89 77 105 80 71

IR4 x OR2 (RepairLLaMA) 195 125 124 118 82 75

In RQ2, we study how parameter-efficient fine-tuning compares
against basic full-parameter fine-tuning. Recall that in most of the
closely related work in APR [17, 18, 35, 39, 42, 49], full-parameter
fine-tuning is the standard paradigm. On the contrary, in RepairL-
LaMA, all models are fine-tuned using LoRA, a parameter-efficient
fine-tuning technique that optimizes only a small adapter (approx.
4M parameters) instead of the whole LLM (approx. 7B parame-
ters, a reduction of approx. 1600x). This allows the model to 1) be
fine-tuned with less GPU memory, and 2) potentially reduce over-
fitting. In RQ2, we compare RepairLLaMA, built with the best code
representation in RQ1, with its full-parameter fine-tuning version.

Table 3 presents the results of RQ2. The table reads as follows.
The first column presents the model. The second and third meta-
columns show the repair effectiveness results on, respectively, De-
fects4J v2 (single-function) and HumanEval-Java.

The results show that RepairLLaMA with parameter-efficient
fine-tuning clearly outperforms both the baseline and its full-parameter
fine-tuning version. In Defects4J, RepairLLaMA plausibly repairs
54 bugs more and exactly repairs 47 more than the fully fine-tuned
model. When considering AST Match, RepairLLaMA also repairs
36 bugs more. In HumanEval-Java, although the improvement is
smaller, RepairLLaMA still outperforms all baselines.

The gain in performance is clear, and it also requires fewer re-
sources because it only needs to optimize a much smaller adapter



RepairLLaMA: Efficient Representations and Fine-Tuned Adapters for Program Repair Conference’17, July 2017, Washington, DC, USA

(i.e., approx. 4M parameters). Possibly, the fully fine-tuned model
may drop into overfitting due to the limited fine-tuning data, and
parameter-efficient fine-tuning helps prevent overfitting since it
only requires optimizing a small part of networkweights. Themodel
size constraints of LoRA appear to act as implicit regularizers.

When compared with the best fully fine-tuned model from Jiang
et al. [17], RepairLLaMA correctly repairs 56 Defects4J bugs more
and 12 HumanEval-Java bugs more. These results further validate
RepairLLaMA’s design choices, including the use of parameter-
efficient fine-tuning. Even when fully fine-tuning a similar model,
Incoder-6B in this case, RepairLLaMA still outperforms it.

To further evaluate RepairLLaMA, we also compare it with RAP-
Gen [39], the state-of-the-art program repair approach that fully
fine-tunes an LLM. RAP-Gen correctly repairs 125 Defects4J v2
bugs, according to the authors’ manual verification, when generat-
ing 100 patches generation per bug. RepairLLaMA also correctly
repairs the same number of Defects4J v2 bugs under the metric of
AST match. However, it achieves this feat by generating 10x fewer
patches for each bug, demonstrating the effectiveness of our fine-
tuning and code representation approach. Lastly, for multi-location
bugs, RAP-Gen assumes perfect multi-location fault localization,
whereas RepairLLaMA assumes a more realistic setting where only
the first and last buggy lines are identified, as discussed in subsub-
section 2.4.1.

Answer to RQ2: Parameter-efficient fine-tuning outper-
forms full fine-tuning in both Defects4J and HumanEval-
Java. The fair experimental comparison yields a clear-cut
result: performance is higher with an additional 36 cor-
rectly repaired bugs in Defects4J. Overall, our paper is the
first to demonstrate the advantage of parameter-efficient
fine-tuning in the context of automated program repair,
achieving strong state-of-the-art results. Beyond program
repair, parameter-efficient fine-tuning is feasible in aca-
demic labs for other software engineering tasks, while
still working with powerful multi-million dollar trained
models.

4.3 Results of RQ3 (RepairLLaMA vs.
ChatGPT-based APR)

In RQ3, we compare RepairLLaMA with state-of-the-art ChatGPT-
based program repair. ChatGPT-based program repair differs from
RepairLLaMA since it does not involve fine-tuning LLMs on task-
specific datasets. Instead, it involves designing effective prompt
strategies to instruct a powerful general-purpose LLM like GPT-4.

Table 4 shows the repair effectiveness of RepairLLaMA compared
with ChatGPT-based APR techniques. The first column indicates
the model name. The second, and third show the results on two
different benchmarks. Each benchmark is evaluated following the
three patch assessment metrics described in subsection 3.3.

Our results show that RepairLLaMA is the most effective model
across both benchmarks. GPT-3.5 and GPT-4 plausibly fix 63% and
38% less Defects4J v2 bugs than RepairLLaMA, respectively. Repair-
LLaMA fixes twice as many bugs as GPT4, with both the ASTmatch
and the exactmatchmetrics. RepairLLaMA also correctly repairs the
most HumanEval-Java bugs when compared with ChatGPT-based

techniques, which increases both internal and external validity. Re-
call that both GPT-3.5 and GPT-4 are significantly larger than the
RepairLLaMA model.

Finally, we compare against an even more sophisticated usage
of ChatGPT, iterative prompting, per the results of Xia et al. [45].
Based on the patches shared by the authors via private communi-
cation, RepairLLaMA correctly fixes, according to the AST match
metric, more Defects4J v2 bugs. Moreover, ChatRepair includes
more information in its prompts than RepairLLaMA does in its
input representation (IR4), including, for example, test execution
feedback: despite fewer repair signals, RepairLLaMA correctly fixes
more bugs, demonstrating the superiority of fine-tuning over itera-
tive prompting.

To conclude, these results demonstrate the power of specializing
in an LLM for APR. A smaller model, trained with a parameter-
efficient fine-tuning technique, ismore effective than a large general-
purpose LLM, either instructed with task-specific prompts or even
used in an advanced iterative manner. Overall, RepairLLaMA beats
the strong baseline of GPT-4 on all the considered benchmarks.

Answer to RQ3: RepairLLaMA beats state-of-the-art itera-
tive prompting and even beats GPT-4, thanks to the combi-
nation of appropriate code representations and parameter-
efficient fine-tuning. Our experiments demonstrate the
power of task specialization, with task specific engineering
and the training of a neural network adapter that distills
capabilities on the task at hand. The RepairLLaMA pro-
gram repair adapter is more powerful than ChatGPT for
fixing bugs in Java.

5 DISCUSSION
5.1 Sampling Candidate Patches
One key aspect of any program repair approach is the number of
generated candidate patches. Some recent works generate hundreds
and even thousands of patches for a single bug [39, 40, 44, 45].
However, the cost of evaluating such a large number of candidate
patches has been largely overlooked. Recall that to evaluate the
plausibility of each candidate patch, one must run the test cases,
which is expensive and even overcomes the one-time cost of fine-
tuning. In contrast to this trend, RepairLLaMA achieves state-of-
the-art results while generating only 10 candidate patches per bug.
This shows that 1) RepairLLaMA natively priorities the best patches
in the top-10 list, 2) RepairLLaMA minimizes the resources that are
required in an end-to-end repair pipeline that includes plausibility
checking.

5.2 Threats to Validity
The primary internal threat lies in the potential data leakage dur-
ing the pre-training phase of LLMs. LLMs are pre-trained on vast
corpora scrapped from the web, potentially including the same
data used for testing, endangering the reliability of experimental
results. To mitigate this threat, we assess all models on a recent
benchmark specifically designed to address the data leakage issue,
HumanEval-Java [17].
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Table 4: RQ3: RepairLLaMA’s effectiveness compared with state-of-the-art ChatGPT-based APR techniques. RepairLLaMA is
more effective in finding correct and plausible patches in both test benchmarks, incl. against the strong baseline of GPT-4.

Model
Defects4J v2
(488 bugs)

HumanEval-Java
(164 bugs)

Plausible AST Match Exact Match Plausible AST Match Exact Match

GPT-3.5 73 34 24 50 62 107

GPT-4 121 61 48 124 74 64

RepairLLaMA (IR4 xOR2) 195 125 124 118 82 75

Another internal threat pertains to data leakage during the fine-
tuning process of LLMs, since both our fine-tuning dataset, Megad-
iff, and Defects4J, contain samples from GitHub. To address this
threat, we meticulously compare the samples in our fine-tuning
dataset, Megadiff, with those in Defects4J. We found no identical
samples shared by both datasets. However, it is worth noting that
there are three samples (Math-28, Math-44, and JacksonDatabind-
82) whose patch includes a function also found in Megadiff samples.
To mitigate this threat, we exclude these three Defects4J samples
from the evaluation of our fine-tuned models.

The main external threat is the focus on a single programming
language, as our results may not generalize to other languages.
To mitigate this threat, we evaluate on two benchmarks, including
well-establishedDefects4J [22]. Our core novelties are programming
language agnostic and should generalize to arbitrary languages.

6 RELATEDWORK
6.1 Large Language Models for Program Repair
Fine-Tuning. Several works [17, 18, 20, 30, 35, 39, 42, 49, 50, 53] have
proposed fine-tuning large language models for the program repair
task. Notably, Jiang et al. [17] specifically study the impact of fine-
tuning LLMs for program repair, reporting improvements lower
than ours while using naive full-parameter fine-tuning. Huang et al.
[15] also study different aspects of fine-tuning LLMs for program
repair, including code representations and evaluationmetrics.While
they report state-of-the-art performance, it is achieved under the
unrealistic assumption of perfect multi-line fault localization, which
RepairLLaMA does not assume.

Overall, our work distinguishes itself from related work in three
key aspects. First, we have designed and evaluated several code
representations in RepairLLaMA, tailored to fine-tuning LLMs for
program repair, which incorporate fault localization signals under
realistic assumptions. This is different from previous work (e.g.,
[15, 39]) which assumes perfect multi-line fault localization. Second,
RepairLLaMA is the first to employ LoRA to fine-tune LLMs for pro-
gram repair, demonstrating that parameter-efficient fine-tuning can
surpass full-parameter fine-tuning while reducing computational
requirements. Third, unlike some previous work that generates
hundreds, even thousands of patches for each bug, our best model,
RepairLLaMA, improves state-of-the-art performance on Defects4J
and HumanEval-Java with a budget of just 10 patches per bug,
demonstrating the laser-style focus of the trained program repair
adapter.

Prompting. Recent related work [2, 10, 16, 40, 43–45, 51] uses
LLMs for program repair, without fine-tuning. The core of these
works is prompting: they design and evaluate different prompting
strategies to provide repair signals to the model, and guide the
model to generate good patches.

Our work is fundamentally different from them since RepairL-
LaMA explicitly optimizes themodel weights by parameter-efficient
fine-tuning which is not the case of prompt-based research. The
RepairLLaMA program adapter completely embodies the program
repair knowledge. Also, unlike most prompt-based program repair
approaches that generate hundreds of patches for a single bug, our
model achieves state-of-the-art performance generating only 10
patches per bug.

6.2 Code Representations for Program Repair
Several code representations for program repair have been proposed
by related work [1, 5, 6, 8, 13, 28, 29, 46, 47]. Notably, Namavar et al.
[29] investigate the impact of different code representations for
program repair for a restricted set of bug classes. Differently, our
work targets a larger spectrum of bugs, including multi-location
bugs.

Overall, our work distinguishes itself from preceding research
in code representation in three dimensions. First, we design code
representations that are aligned with the pre-training data and ob-
jectives, enabling the RepairLLaMA to well utilize the pre-learned
knowledge. Second, our code representations are designed to sup-
port a large spectrum of bugs, including multi-location bugs, which
is one frontier of program repair. Third, RepairLLaMA’s pipeline
and evaluation are not constructed under the unrealistic perfect
fault localization for multi-location bugs.

6.3 Parameter-Efficient Fine-Tuning in SE
Parameter-efficient fine-tuning is a relatively under-explored area
in Software Engineering.Wang et al. [38] explore parameter-efficient
fine-tuning techniques for specializing LLMs for code search and
code summarization, finding that parameter-efficient fine-tuning
outperforms in-context learning. Weyssow et al. [41] confirm the
dominance of parameter-efficient fine-tuning techniques over zero-
shot learning in code generation, while Wang et al. [37] find that
prompt-tuning outperforms traditional fine-tuning methods in code
summarization. CodePrompt [9] proposes corpus-specific prompt
templates similar to adaptations and boosts code generation per-
formance. Lastly, Shi et al. [34] propose a parameter-efficient fine-
tuning technique for code related tasks that selectively freezes
layers of the model.
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Overall, we are the first to employ and evaluate LoRA to fine-
tune LLMs for program repair. RepairLLaMA’s effectiveness calls
for more work in parameter-efficient fine-tuning in program repair
and related tasks such as overfitting detection.

7 CONCLUSION
In this paper, we have proposed RepairLLaMA, a novel program
repair approach that combines parameter-efficient fine-tuning with
program repair specific code representations. RepairLLaMA’s code
representations are unique in incorporating repair signals, such
as fault localization, under realistic assumptions, and in aligning
with pre-training data and objectives. To validate RepairLLaMA, we
perform a series of extensive experiments on two benchmarks, incl.
Defects4J andHumanEval-Java. Our results clearly validate our core
design decisions, with RepairLLaMA correctly fixing 125 Defects4J
and 82 HumanEval-Java bugs, outperforming strong baselines, incl.
GPT-3.5 and GPT-4. RepairLLaMA opens an avenue for research
on different kinds of efficient fine-tuning for program repair.
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